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Vulnerable Growth: A Revisit

This paper studies the distributional linkages between future economic
performance and current conditions by means of a flexible quantile regression
method. The examination of the linkages suggests that the conditional quantiles
are nonlinear, which offers a new perspective on the conditional distribution.
The nonlinearity causes countercyclical volatility to break down in both the right
and left tails, the breakdown being associated with positive skewness in the
short-term. As a corollary, in periods of recessions accompanied by a financial
crisis, downside risks inherent in the distribution are smaller than we would

think otherwise based on linear quantile regression.

Keywords: D-vine Quantile Regression, Conditional Quantiles, Nonlinearity,
Downside Risk

JEL Classification: C53, E32, E37, E44
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I. Introduction

It has been well documented that financial conditions provide meaningful
information concerning fluctuations in future economic activity. Focusing on
a point forecast, a large body of empirical work has examined and supported
this link (see, among others, Stock and Watson, 2003). Recent works have
extended the link to a probabilistic forecast. Relying on linear quantile
regression, Adrian, Boyarchenko, and Giannone (2019), henceforth “ABG,”
document the ways in which financial conditions can predict the probability
distribution of future GDP growth. The linear quantile regression method,
however, is subject to a restrictive assumption on the shape of the conditional
quantiles (Bernard and Czado, 2015). As a result, tail risks (both upside and
downside risks) to GDP growth induced by linear quantile regression (Koenker
and Bassett, 1978) may be inaccurate.

This paper uses D-vine based quantile regression (DVQR for short),
introduced by Kraus and Czado (2017), to reexamine how current economic
and financial conditions shape the distribution of future economic activity.
The DVQR model is highly flexible in the sense that it makes no precise
assumption about the shape of the conditional quantiles. Thus, it would be
an appropriate tool to reinvestigate tail risks to future economic activity. The
other point of departure from ABG is that I use the real GDP gap instead
of real GDP growth to measure economic activity by means of Hamilton
(2018)’s method, the regression-based detrending method, to capture the
stationary relationship between current conditions and future economic
performance.

Working with the U.S. GDP gap and the National Financial Condition Index
(NFCI), I show that the GDP gap measuring economic conditions is more
informative regarding shaping the conditional distribution of the future GDP
gap at one-quarter ahead. Specifically, it provides useful information on both
left and right tail risks to GDP as well as the median at one-quarter ahead.
This is robust to the linear quantile regression method. The NFCI measuring

financial conditions, meanwhile, is more informative about left tail risks to GDP
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in the medium term, at four-quarters ahead, which is consistent with ABG’s
result.

I demonstrate that the estimated conditional quantiles are nonlinear. The
nonlinearity of conditional quantiles makes big differences in a couple of
dimensions compared with the linear counterpart. One such dimension is
conditional moments. Specifically, the linear quantile regression model predicts
that worsening current conditions are linearly associated with both a decline
in the median and a widening of the dispersion, thus showing a strongly
negative correlation between them. Unlike the linear model, the DVQR model
predicts that worsening conditions, which nonlinearly let the median descend,
do not necessarily widen the dispersion. The dispersion is, without any doubt,
negatively associated with the median in ordinary conditions but remains steady
or is positively related to the median in the tails, i.e., outside the ordinary
conditions. This leads to a condition-dependent relationship between the
median and dispersion, which is reminiscent of the mean-variance frontier
in the field of finance. The dispersion is the narrowest at roughly 1.5% of
the median. A decrease in current conditions within the range of the median
between -5% and 1.5% makes the lower quantiles fall more rapidly than
the upper quantiles at one-quarter ahead. Such a feature gives rise to
countercyclical volatility. Procyclical volatility occurs if the median lies
elsewhere, but to a lesser degree than the countercyclical volatility.

The DVQR model also produces a systematic relationship between the
dispersion and skewness. An important starting point of the conditional
median at one-quarter ahead is 1.5% as well, at which the skewness value
is zero. When the median is greater than the point, the widening dispersion
is accompanied by positive skewness, indicating that upside risks (the
dispersion in the right tail) outweigh downside risks (the dispersion in the
left tail). Countercyclical volatility with negative skewness occurs when the
median is within the range of -5% and 1.5%. If the median falls below -5%,
the model predicts procyclical volatility with positive skewness.

The second dimension is downside risks, defined as the distance between

the middle and lower quantiles, over the business cycle. I find that, compared
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to the DVQR model, the linear quantile regression model greatly overstates
downside risks during recessions, especially during the recessions accompanied
by a financial crisis. Intuitively, such overestimation of downside risks arises
from the restrictive assumption of the linear model, which induces constant
but possibly separate marginal contributions of financial conditions to both the
middle and lower quantiles. Indeed, no matter what the NFCI is, worsening
financial conditions always reduce the lower quantiles to a greater extent than
the middle quantile. So, the linear model cannot take account of mean reversion
in the GDP gap at the height of severe recessions, thereby increasing future
downside risks. Unlike the linear model, the DVQR model shows that financial
stress in extremely bad conditions has little to contribute to a further decline
in the lower and upper quantiles, while they lower the median, indicating a
likelihood of a reversal in the GDP gap with positive skewness.

These findings have important implications for economists and policy
makers. First, analysis through the lens of the GDP gap, instead of GDP
growth, indicates that financial conditions are the dominant driver of
medium-term risks while economic conditions retain useful information about
risks to the GDP gap in the short term. Therefore, when assessing policy
actions that countervail threats to financial stability, policymakers should
reckon with such a time lag even though they take quick action in the presence
of imminent threats. Second, the linear model suggests the trade-off between
the mean and variance of the GDP gap—reducing the gap comes with an
increase in volatility. Contrary to conventional wisdom, this paper indicates
that there is some room for central banks pursuing inflation targeting to be
able to reduce the gap with little cost to volatility. Third, it would be more
desirable for central banks to use DVQR than linear quantile regression when
communicating downside risks to the future outlook, especially when the
economy is near the bottom in terms of an economic downturn. This is
because the overstated downside risks caused by the linear quantile
regression model in bad times could put the economic recovery at risk by
making firms nervous, therefore scaling back on investment.

This paper conducts an outofsample test and confirms that the in-sample
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results are stable. The mean forecasting performance of the DVQR model
is an interesting dimension to be addressed. If the model accurately estimated
the conditional quantiles, especially in the tails, it would improve the
forecasting power of the conditional mean. Indeed, the DVQR model helps
in predicting the conditional mean of the GDP gap relative to the simple
regression model and the fitted skewed t¢-distribution to linear quantiles
regression (as in ABG) at both one- and fourquarters ahead. The
pseudo-out-ofsample predictions show that the DVQR model achieves the
highest forecasting accuracy in terms of both mean absolute error (MAE) and
root mean squared error (RMSE).

The remainder of the paper proceeds as follows. Section II presents the
measures of financial conditions and the way of constructing the GDP gap as
economic conditions. Section III presents the model, and Section IV presents
the main empirical results and discusses their implications. Section V

examines the out-ofssample test. Section VI concludes.

II. Data and Construction of GDP Gap

This paper uses the quarterly series of the National Financial Conditions
Index (NFCI, published by the Federal Reserve Bank of Chicago) as a proxy
for financial conditions as in ABG. However, ABG’s analysis is extended here
to cover the period from 1971:Q1 to 2019:Q4. A zero value of the NFCI
indicates a historical average of U.S. financial conditions. Values less than zero
represent loose financial conditions relative to the historic average, while the
positive values of the NFCI show tighter conditions than the average. Since
it is constructed to have a standard deviation of one, it can be considered to
be stationary.

A critical issue is a stationary measure of economic performance. Perhaps
none has been as popular as real GDP growth, but it may not be appealing
to capture the true relationship between current financial conditions and future
economic performance. The U.S. economy has experienced a significant

decline in the longrun growth rate of output (Antolin-Diaz, Drechsel, and
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Petrella, 2017), which implies that the real growth rate contains a
nonstationary component. To deal with this issue, this paper constructs the
GDP gap by applying the Hamilton (2018) method to quarterly, seasonally
adjusted, real GDP as available from the FRED database.!) Hamilton extracts
a stationary, cyclical component from observed nonstationary data by
regression of y, ,, on a constant and the p most recent values of y as of date
t. Then the residuals g,,, are stationary for a broad class of underlying

processes:

Givn =Yeen—Bo— By —BolYy—1— = — 51)%7(;;71)-

I'use h=8 and p=4 to consider the business cycle on the twoyear horizon,
as per Hamilton’s recommendation. To obtain the GDP gap starting in 1971:QlI,
this setup requires real GDP over the period from 1968:Q2 to 2019:0Q4.
Throughout the paper, I work with the GDP gap as a current economic
condition and future economic performance.

Figure 1 plots the GDP gap and the NFCI over the period from 1971:Q1
to 2019:Q4. Troughs in the GDP gap correspond closely to the NBER
chronology. However, as mentioned in Hamilton (2018), the GDP gap begins
to decline before the NBER business cycle peak in every recession. Such
a difference arises from a philosophical difference in determining the turning
points of business cycles. The NBER follows the philosophy of Burns and
Mitchell (1946), the “classical cycle,” which defines a peak as a point in time
when absolute levels of economic activity start to decline. The Hamilton
method is based on the “growth cycle,” a deviation around a trend.
Specifically, the GDP gap derived from the method with h=8 can be
interpreted as the demeaned growth rates over a two-year period. Hence, the
NBER-defined peak goes with any value of the GDP gap at which a positive

value turns into a negative value.

1) The Hamilton’s regression-based method is more robust to real-time revisions than the Hodrick-Prescott

(HP) filter that has been widely used to derive the gap (Jonsson, 2019).
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Turning to the NFCI, the most striking feature is its high values in major
periods of recessions: the recessions in the 1970s, 1980s, and the Great
Recession of 2008 and 2009. These recessions were also severe in terms of
economic performance measured as the GDP gap, which is consistent with
empirical evidence that recessions accompanied by financial crises are more
painful and longer than recessions not accompanied by financial crises

(Claessens, Kose, and Terrones, 2012).

M. The Model

This section describes the D-vine quantile regression model and its
estimation (Kraus and Czado, 2017). Before doing so, I offer a brief overview
of linear quantile regression. Let a response variable Y} and predictor variables
X,... X;, (k= 1) be continuous random variables. The conditional distribution
of Y given X = (X, . X;) is denoted by Fy | y(y|z). Then, the conditional
rth quantile function of the distribution of Y given X is defined as the inverse

of the conditional distribution; that is, Qy X(T|:c) = Fyx(rlz). Hence, the

Figure 1. GDP Gap and NFCI

ol ——GDP Gap (Left)|{ 4
) 1 VI NFCI (Right)
: 3
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=l ) E
S - H 5
5740 >
S 4fiif -
Pt
i A’
=% I “"’ ““«u‘

Notes: Data from the Federal Reserve Economic Data database (FRED, https://fred.stlouisfed.org/). The solid
line depicts the real GDP gap, which is constructed by Hamilton (2018)’s method. The dotted line
depicts the quarterly NFCI, which is calculated as the average of the available weekly observations.
The shaded vertical bars denote the NBER-dated recessions.



BOK Working Paper No. 2020-22

conditional quantile function must be monotone in the probability index 7.
The linear quantile regression model assumes that the predicted conditional

quantiles are affine functions of predictor variables
C:)Y|X(7|~T) = Bo(r) + Z;‘f: 1Bj(’7')51,‘j. (1)

Denoting the quantile loss function by Z (u) = u(r—I(u < 0)), the coefficients
B(r)=(B,(7).B,(7),--,B,(7)) is chosen such that

B(r) =argmin E {LT(y*BO(T)* 25: 151(7)331)]’

,S(T)ERIHI

where E is the expectation operator.

A wellknown pitfall of linear quantile regression is that the monotone
quantile ordering may be reversed; that is, @y y(r,.lz) > Qyx(r,lz) for any
7., < 7, This pitfall is called quantile crossing (see, among others, Bassett and
Koenker, 1982). It occurs because regression parameters are heterogenous across
quantiles. As suggested by (1), the slope parameters depend on 7, which causes
quantiles at different values of 7 to cross when X; whose domain consists of
real numbers is chosen to be sufficiently large or small. As a result, if the slope
parameters depend on 7, then the conditional quantiles cannot be linear in
z (Bernard and Czado, 2015). Suppose slope parameters are deterministic
(8;(r)= ;) in (1) to avoid the quantile crossing problem. Deterministic slope
parameters imply that the conditional variance of Y given X. Thus, the linear
quantile regression model with deterministic slopes is not appropriate to capture
fluctuations in downside and upside risks to GDP, which is of main interest

in this paper.
1. Copula-Based Conditional Quantiles

The copulabased conditional quantile function naturally satisfies

monotonicity and may be appropriate for us to model the conditional quantiles
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that are nonlinear in z. Let a response variable Y and predictor variables
X, ... X;, have univariate marginal distribution functions #'y and Fj( j=1,,k).
According to the probability integral transform(PIT) theorem, the
distribution functions of the response and predictor variables, V:= Fy(Y) and
U, := F;(X;), are uniformly distributed on [0,1]. From Sklar’s theorem, the joint
distribution of ¥ and X, .. X, is now defined as

F(yaxla'“vzk) = C(“a”la'“v“k);

where C denotes a copula that is a (k+ 1)-dimensional distribution function
on the hypercube [0,1]*"!' with uniformly distributed margins,
ie., C:[0,1]""'>[0,1] (see, among others, Joe, 1997; Nelsen, 2007 for a
formal definition and a detailed examination of copulas). When # and C are

differentiable, we have the following joint density function
fly,eyonmy) = cloug, ) fy@)f () - frzy),

where ¢ denotes the copula density

8k

Tuay o, O

clv,uy,,uy) =

The conditional distribution of ¥ given X = (X; .. X;) can be represented
as the conditional distribution of the PIT random variable V given
U= (U,..U,) as follows:

Fy\)((/yu) = Cv\U(U|U)'

The conditional quantile function for 7 € (0,1) is then given by

QY\X(TiiE) - F;/ 1(01;\1(/(7'1“»7
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where C;(r|u) is the conditional copula quantile function conditioned on

the PIT values of predictor variables.

2. The D-vine Based Quantile Regression Model

A Dwine is a way of constructing multivariate copulas using a cascade
of bivariate copulas, so-called pair copulas (see Aas, Czado, Frigessi, and
Bakken, 2009). A D-ine starts from choosing a specific order of the
variables. Since we are interested in the conditional distribution of the future
GDP gap as a function of the current GDP gap and NFCI, we only consider

a three-dimensional D-vine with order ¥V — Ullf Uzz’ where (1;,1,) is allowed

to be an arbitrary permutation of (1, 2). Then in the first tree, the dependence

of V' and U, and the dependence of U, and U, is respectively modeled using
paircopulas. In the second tree, the conditional dependence of 1" and U given
Uy, is modeled. This path structure leads to the copula density function that

is factorized as
clvu,uy,) =c VU, (v, )'CUI] U, (wu,)-c VU, U, (hy, 2 (luy, ),k U0, (wy Juy D3 ),

where ¢, ., denotes the copula density associated with the conditional

distribution of (V, U[_))I U, = ;. A common assumption when modelling D-vines

is to assume that ¢, does not depend on wu;, which is the so-alled
1y 2l

simplifying assumption. The conditional distribution function, which is also
called the h function in the context of pair copula construction (Aas, Czado,

Frigessi, and Bakken, 2009), appearing as an element of Cyy,.p, can be obtained

by partial differentiation (Joe, 1997):

hV‘Uz, (v|ull): = C’VlUl](v|ull) = 8/6ull CVUz, (U,ull) and

hV\U,‘ (u12|ull): = CUll‘Uh(ulJull) = 6/(E)ull CUIQUI, (UIQ’UZI)'
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Using a Drvine with order V— U, — U, the conditional copula distribution

Cy v, v, can be expressed as

CV‘UH’ u, (U |u[17u12) = hV‘UU Uh(h vio, (U|u1 )|hU1,| U, (U2|U1 ))7

and its inversion leads to the conditional copula quantile function for
< (0,1):

—1 _ 1—1 —1
CV‘ Ulﬂ UI2 (Tiullvulz) - h 14l Ul, (h VI Ul:,; Ul, (T|h U[J Ull (u2|u1 ))|U1 )
Hence, the D-vine based conditional quantile function becomes
_ 11
Qyix, x2 (Tl 20) = Fy (CV\U,‘, u, (T|Uz,vuzz))-

3. Estimation

To obtain an estimate of the conditional quantile function, we need to
estimate 1) the marginal distribution functions F'y, F}, and F,, and 2) the Dvine
copula: the ordering !=(l;,l,) and three bivariate copula functions with
corresponding parameters.

First, the marginal distribution functions are estimated in a nonparametric
way. Given a sample (Z,)/_observed from a population with distribution £,
the Parzen-Rosenblatt (see Parzen, 1962; Rosenblatt, 1956) kernel distribution

estimator is defined as

where K(u) = / k(t) with k(e ) being a kernel function and h>0 a

— o0

bandwidth parameter. In this study, a Gaussian kernel is considered as a kernel
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function. When it comes to a bandwidth parameter, I use the well-known
leave-(2{+ 1)-out cross validation method proposed by Hart and Vieu (1990),

since variables of interest in this study are time dependent. Pseudo copula data
(v,uy,uy) = (Vg pus, )/~ is then obtained by transforming raw data
(Y2 21.4:5,){— 1 with the help of the kernel estimator.

Second, following Kraus and Czado (2017), the D-vine is estimated by
maximizing the conditional log-likelihood. Because the ordering affects the
conditional log-likelihood, it is sequentially determined by choosing the most
influential covariates. For example, in the first step, we compare the
conditional log-likelihood for each of the pairs (V,U;);_,,, given a copula
function, and then choose a covariate that yields the highest value of the
conditional log-likelihood. If 7, is chosen, the ordering I, = 2. In the second
step, for the remaining variable U;, the D-ine with order V—U,— U, is
compared with order V— U,. If the addition of U, improves a measure of
goodness of fit, the Dvine is updated with order V— U, — U, (ZA2 =1). If not,
the algorithm stops and returns the D-vine with order V— U,

Given copula data (f},ﬁl,ﬁ2) the conditional log-likelihood of an estimated
D-vine copula with ordering I, estimated parametric pair-copula families £

and corresponding copula parameters 6 is defined as

AN T — T .
CH(Z 7F70,’U,U]7U2)— Z:1‘/:1CVU1 (’Ut7ull,t7FVU,9 VU,>

+ CVUM: [/II(CV‘U] (/Ut|ulut:FVU71‘0 VUM)7 OU‘)' U1(ulzvt|ullvt:FUrzU71’0 UtzUll);FVUm? Umg VUtzirUn).

The AIC-corrected conditional log-ikelihood (cl1*'“) is also considered as

measures of the model’s fit:

where |9| denotes the number of estimated parameters. The possible bivariate

copula families considered in this study include Gaussian, t, Frank, Gumbel,
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Clayton, Crowder, and Joe-Clayton (BB7).

4, Conditional Tail Independence

Tail dependence gives an account of how a pair of random variables move
closely in the tail of a bivariate distribution. It is generally investigated by

means of the lower and upper tail dependence coefficients:

A= lm Py < Fyl(u)lX < Py ') = m@ and

u—0" u—0"

Ay = lmP(Y> Fy'(u)l X > Fy'(u)) = lim 1—2114116;(11,”) .

u—1" u—1"

These measures hold for any exchangeable copula (i.e.,C(v,u) = Clu,v)
for all v and u). However, this generally used definition may give rise to a
misleading conclusion about conditional tail independence (Bernard and
Czado, 2015). The conditional tail independence describes a situation where
conditional quantiles are flat in the tail. Right conditional tail independence
(RCTI) and left conditional tail independence (LCTI) are formally defined as

follows:

Ve (0,1), lim Fyy(r)=alr)and lim Fyx(1) = alr).

r— + oo r—> —

For example, suppose that random variables ¥ and X with normal marginal
distributions have the Gaussian copula as their dependence structure. Even
though the tail dependence coefficients are zero (A, _0 and X, _0), ¥ is not
conditionally independent of X in both tails as the conditional quantile depends

on a predictor variable x:

- Oy _
Fyi) = pytp =)+ V1= oy e o),
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where @ (1) is the 7quantile of a standard normal distribution.
To avoid the inconsistency, this paper uses the concept of intermediate tail
dependence (Bernard and Czado, 2015). The lower and upper coefficients of

intermediate tail dependence are written as

] —
—land X, = 1m 2log (1—u) 1.

= lim 2logu
“log (1—2u+ Clu,u))

u—0" IOg C(U U)

where A, and )\, takes values in [-1, 1]. For variables being conditionally

independent in the tails, A\, =X, =0 and X, =X, = 0. Exchangeable pair

copulas and the corresponding coefficients of (intermediate) tail dependence

are summarized in Table 1.

Table 1. Selected Copulas and Tail Dependence Coefficients

Gaussian 2,2 Yuy ), @ ' (uy) 0 0 0 0
—l=p=1 |where @,(°)is the cdf of a standard normal with p

Gumbel -+ 1
§=>1 exp(—((—lOgul) +(—logu,)’)? ) 0 19 71 2-927 | 1
Frank —5 Uogl1+ (e = )( o) 0 0 0 0
se N0} & 1

Clayton L _1

50 <u1—5+u2—5_1) 5 9 0 1 0 0
Student t oty ()it (uy)

—1=p=1 Iwhere t,,u+) is the cdf of the Student ¢ with a 2,4, (k) 1 2t (k)| 1
v>0 degree of freedom v and correlation p

(CrO\év)der ( 1 ) L1

BB [ 0 9 9

5>0,0>1 exp| = ((9—logu,)’ +(6—logu, )’ =) +5 O |27 O 0
J(()eCI)ayton 1 % 1 1

BB7 5 -5 5 s 1 o0 1
5>0.0=1 17(17((17(17161)") +(1=(1-wy)’) *1)‘*) 2 22
Notes: For coefficients of tail dependence of Student t copula, k= — v1+v+/1—p/V1+p. For more

information on the tail dependence coefficients of bivariate copulas, please refer to Bernard and Czado
(2015).
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Table 2. Estimates of Model for Future GDP Gap

One—quarter ahead Four—quarter ahead
(1) (2) (3) (4) (5) (6)
Copula family Crowder Crowder Clayton Crowder Frank Clayton
Order z,: GDP, z,: GDP z, 1 NFCI x, 1 NFC, z,: GDP z, - NFCI
. NFCI z,: GDP
5 0.16 0.17 0.67 6.35 3.95 0.87
VU (0.08) (0.09) (0.12) (6.87) (0.52) (0.13)
0 5.30 5.21 8.49
VU, (0.74) (0.69) (7.11)
8 20.00 0.07
VUgup (0.00) (0.07)
0 7.42 158
VUpiup (8.13) (0.18)
5 20.00 20.00
Upguy (0.11) (0.06)
é 23.93 14,52
Uiy (20.21) (8.60)
cll 174.99 163.70 21.70 51.71 28.41 30.67
AIC —337.98 —323.40 —41.41 —91.42 —54.81 —59.34

Notes: The data are real GDP and the NFCI, quarterly, from 1971Q1-2019Q4. Standard errors are in parentheses.

IV. Results
1. Parameter Estimates

Using the model discussed above, it is straightforward to examine 1) how
current conditions shape the conditional distribution of the future GDP gap
and 2) what types of conditions are more informative about the risks to the
future gap at different time horizons. Table 2 shows the parameter estimates
as well as measures of the model’s fit. Estimates for the one- and four-quarter
ahead GDP gap are respectively reported in columns (1)=(3) and (4)—(6).
Columns (1) and (4) are baseline results for the model with both economic
and financial conditions as predictor variables. Columns (2), (3), (5) and
(6) show results for the model with a single predictor variable. Two
noticeable features can be drawn from the table.

First, the distribution of the future GDP gap conditional on current economic
and financial information features left tail risk. For both the one- and four-quarter

ahead GDP gap, the estimated copula family is Crowder (a.k.a. BB9),?) indicating
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Figure 2. Contours of Estimated Density Functions
A. One-quarter ahead: GDP B. One-quarter ahead: NFCI
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Notes: Panels A and B respectively depict the contours of the join density and the conditional mean
specified by Crowder and Frank copula. Panels C and D show the contours of the join density

specified by Clayton copula and the conditional mean.

intermediate dependence in the lower tails between future GDP and current
conditions. The result is consistent with recent empirical evidence that the
distribution of macroeconomic growth is negatively skewed (see, among others,
Bekaert and Engstrom, 2017; Salgado, Guvenen, and Bloom, 2019).

Second, at a one-quarter horizon, a current economic condition plays a
more crucial role than a financial condition in describing left tail risk of the
future GDP gap. This feature holds up to a three-quarter horizon. This result
is shown in the Appendix. At a four-quarter horizon, however, the economic
condition is less important than the financial condition. Column (5) shows
that the selected type of copulas is Frank, which features conditional tail
independence. Instead, the financial condition is the more important source

of left tail risk in the four-quarter ahead GDP gap.

2) For the simplicity of estimation, this paper only considers D-vine copulas where all pair-copulas belong to

the same family of copulas.
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To better appreciate conditional tail dependence between the future GDP
gap and current conditions, Figure 2 shows the contours of the joint density
functions as well as the conditional mean of the future GDP gap. Clearly,
the one-quarter ahead GDP gap has strong dependence, especially left tail
dependence, on the current economic condition, while the four-quarter ahead
GDP gap has rather weak dependence on the economic condition. A current
economic condition is silent for right tail dependence. For both the one- and
four-quarter ahead GDP gap, the current GDP gap that goes beyond 5.0%
does not contribute to any change in the conditional distribution.

What does the second result from Table 2 imply in terms of macroeconomic
modelling and policy design? A traditional macroeconomic model holds
economic conditions to be more important than financial conditions. This

approach can still be valid in predicting the evolving risks to future economic

Figure 3. Estimated Quantiles
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Notes: The figure shows the univariate D-vine quantile regressions of the one-quarter ahead (top panels)
and four-quarter ahead (bottom panels) GDP gap on current economic and financial conditions at
five, 50 and 95 percent. The linear quantile regression lines (dotted lines) are superposed.
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activities at least in the shortrun (at one- to three-quarters ahead). However,
macroeconomists should reckon with financial conditions to capture
medium-term risks to future economic activities. Policy makers should take
such a time lag into account when assessing or designing policy actions that

offset threats to financial conditions.

2. Nonlinearity of Conditional Quantiles

Perhaps the easiest way to understand the conditional relationship
between current conditions and the future GDP gap is to utilize univariate
D-vine quantile regression. The estimated conditional quantiles of the one-
and four-quarter ahead GDP gap are shown in Figure 3. Panels A and C
illustrate the conditional quantiles on the current GDP gap, while Panels B
and D are associated with the NFCI. Each panel shows the point estimates
for the median as well as the lower (0.05) and upper (0.95) quantiles. For
comparison, the estimates of linear quantile regression are represented as
the dotted lines.

The figure shows that the conditional quantiles are nonlinearly dependent
on current conditions. When the current GDP gap lies between roughly -5%
and 1.5%, the lower quantile falls more rapidly than the upper quantile at
one-quarter ahead as the current economic condition deteriorates. When the
GDP gap is outside the range, the upper quantile exhibits stronger variation
than the lower quantile (Panel A). Specifically, the upper quantile falls more
rapidly than the lower quantile as the economic condition goes back down from
its peak and reaches an average. At four-quarter ahead, when the GDP gap
lies between -3% and 5%, variation in the GDP gap drives stronger variation
in the lower quantiles than the upper quantiles, whereas both the lower and
upper quantiles become flat elsewhere (Panel C). These results indicate that
an economic condition is of usefulness in predicting tail outcomes of the future
GDP gap inside the ranges. The nonlinearity is less pronounced in the middle
quantile relative to the upper and lower quantiles. The median of the
one-quarter ahead GDP gap is almost linear except that the current GDP gap

lies above 5%.
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Turning to financial conditions, a tightening financial condition is
associated with a decline in the middle and lower quantiles, whereas it is
not connected with the upper quantile in the literature about the linear
quantiles of the future GDP gap conditional on the NFCI. The DVQR model
challenges this claim. The right panels of the figure show that the estimated
quantiles depend nonlinearly on the financial condition. A tightening financial
condition lowers the middle and lower quantiles, and reduces the upper
quantile as well. A tightening financial condition has stronger effects on the
lower quantile relative to the middle and upper quantiles only when a financial
condition is looser than average, i.e., NFCI < 0. The nonlinearity stands out
most in the middle quantile. As a financial condition tightens more than
average, the middle quantile falls more rapidly than both the lower and upper
quantiles. Specifically, when the NFCI goes from 2 to 3, the middle quantile
plummets more than the other quantiles. This is robust at both one- and
four-quarters ahead.

The nonlinearity of the conditional quantiles is the main finding and starting
point of this article. In the next subsections, I examine its implications about
the conditional distribution of the future GDP gap compared with the linear

conditional quantiles.

3. Conditional Moments

How does the nonlinearity of the estimated conditional quantiles shape
conditional moments of the future GDP gap as a function of both economic
and financial conditions? To this end, I focus on the relationships between
the conditional median, dispersion, and skewness of the one- and four-quarter
ahead GDP gap, which are shown in Figure 4. The dispersion is measured
by the interdecile range, the difference between the 90th and 10th
percentiles. The skewness is measured by the Kelley’s skewness, which is
defined as the ratio of the difference between the dispersions in the right
tail (the 90th percentile minus the median) and in the left tail (the median

minus the 10th percentile) to the interdecile range.
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Figure 4. Conditional Median, Dispersion, and Skewness
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Notes: The figure shows scatter plots of the dispersion, as measured by the interdecile range, versus the
median (panels A and C) and Kelley’s measure of skewness versus the median (panels B and D).
For comparison, the results from linear quantile regression (LQR) are reported as well.

The linear quantile regression model induces a strong, negative correlation
between the median and dispersion, while there is no clear relationship
between the median and skewness. This is because worsening economic and
financial conditions are linearly related to both a decline in the median and
a widening of the dispersion.

In contrast, the D-vine quantile regression yields that the dispersion and
skewness are systematically associated with the median. For the one-quarter
ahead GDP gap (Panels A and B), roughly 1.5% of the conditional median—at
which the conditional dispersion is minimized while the Kelley skewness is
zero—is a crucial starting point describing a picture of the conditional
moments. Let’s start with a familiar case where we can see counter-cyclical
volatility,. When the median lies between -5% and 1.5%, the dispersion
sharply rises as the median falls, with negative values of the U-shaped
skewness. This feature indicates that downside risks dominate upside risks.

When the median is greater than 1.5%, the Kelley skewness is a concave
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function, with positive values, and the median is positively associated with the
dispersion. Such a relationship implies a primary role for upside risks in shaping
the conditional distribution of the GDP gap. However, the degree of such
pro-cyclical volatility is smaller than that of counter-cyclical volatility within the
range of -5% and 1.5% of the conditional median, showing the asymmetry.
Another interesting case occurs when the conditional median goes beyond -5%.
This case is characterized by positive values of the skewness and pro-cyclical
dispersion. Given that the median being less than -5% is associated with the
state of the economy being in the trough of the business cycle, the
counter-cyclical skewness accompanied by the pro-cyclical dispersion reflects a
strong possibility that the economy will recover quickly.

As depicted in Panels C and D of Figure 4, the conditional dispersion and
skewness of the four-quarter ahead GDP gap show patterns similar to those
in the one-quarter ahead GDP gap: the state-dependent cyclicality of the
dispersion and skewness. A noticeable difference happens when the median
is greater than 1.5%. Unlike the conditional skewness of the one-quarter
ahead GDP gap, that of the four-quarter ahead GDP gap has negative values,
which implies that downside risks grow with the prediction horizon.

This finding has important implications for policy makers. The linear
quantile regression model generates the trade-oft between the mean and
variance of the GDP gap. A decline in the gap is accompanied by a rise in
volatility, which is commonly presumed.3) Contrary to conventional wisdom,
I argue that there may be room for policy makers to be able to reduce the
gap with little cost to volatility, providing evidence for pro-cyclical volatility

In an economic boom.

4. Growth-at-Risk Over Business Cycle

To better appreciate differences between the D-vine quantile function and

the linear counterpart, I now investigate the evolution of the conditional

3) The negatively correlated mean and variance has been empirically supported (see, among others, Nakamura,
Sergeyev, and Steinsson, 2017).
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Figure 5. Predicted Distributions
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Notes: The figure shows the predicted distribution, described by the fifth, 10th, 25th, 50th, 75th, 90th
and 95th percentiles, of the one- and four-quarter ahead GDP gap over time. For comparison, the
results from linear quantile regression (LQR) are shown as well.

distribution, focusing on growth-atrisk (GaR), defined as the GDP gap at
the 5%, i.e., the 5th percentile, of the models over the business cycle. Figure
5 presents the estimated distribution, described by the fifth, 10th, 25th, 50th,
75th, 90th and 95th percentiles, of the one- and four-quarter GDP gap over
time. The right panels (A and C) depict the D-vine quantiles, while the left
panels (B and D) show the linear quantiles. This figure demonstrates that
D-vine upper quantiles are not stable but vary significantly over time, which
is consistent with Figure 4.

The most striking feature is that the linear quantile regression (LQR)
model induces lower GaR than the D-vine quantile regression (DVQR) model
during recessions accompanied by severely tough financial conditions. Those
recessions include the 1973-1975 recession, the early 1980s recession, and
the Great Recession of 2008 and 2009. The early 1990s and 2000s recessions

were mild relative to the other recessions in the sense that they only
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Table 3. Downside Risks over Business Cycles

Recessions Expansion
LAR DVQR LQR DVQR LAR
Panel A
0.05 (GaR) -5.58 -6.95 —6.42 -8.41 -1.42 -1.15
0.10 —4.99 —5.48 —5.84 —6.58 —0.93 -0.82
0.50 —2.98 -3.16 -3.73 -3.96 0.49 0.45
Median—GaR 2.60 3.79 2.69 4.45 1.91 1.60
Panel B
0.05 (GaR) =7.03 -10.82 —7.81 -13.08 -3.46 -3.18
0.10 —6.20 —6.27 —7.08 —7.55 —2.32 —1.86
0.50 —2.93 —2.67 -3.85 -3.54 0.69 0.51
Median—GaR 4,10 8.15 3.96 9.54 4.15 3.69

interrupted the economy from keeping to grow and were not accompanied
by any financially harsh problems.

Table 3 shows the downside risks, as measured by the dispersion in the left
tail, i.e., the median minus GaR, alongside the middle and lower quantiles over
the business cycle. First, compared to DVQR, LOR exaggerates the likelihood
of severely adverse economic outcomes during recessions, especially during
recessions accompanied by a financial crisis, while it underestimates the
likelihood during expansions. Turning to the central tendency, LQR yields a
lower median than its nonlinear counterpart during expansions. Consequently,
LQR gives rise to a greater risk to the downside than the DVQR-induced
downside risks during periods of recessions, whereas it makes for smaller
downside risks than its nonlinear counterpart during expansions.

What type of model is more informative for policymakers who maintain
vigilance against downside risks during periods of benign financial conditions
and who plan for an economic recovery from recessions? To answer this
question, I examine the global financial crisis by picking up two particular
points in time: the third quarter of 2007 and the fourth quarter of 2008.
The third quarter of 2007 was one quarter before the NBER-defined recession
unfolded, which started in December 2017. Its corresponding NFCI was at
-0.24, which started suddenly rising from -0.64 in the previous quarter.
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A: One- to eight-quarter ahead (t = 2007:Q3)

Figure 6. Predicted Path over The Next Eight Quarters

Ilg: One- to eight-quarter ahead (t = 2008:Q4
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Notes: The figure shows the paths of the predicted distribution of the GDP gap, described by the fifth,
50th and 95th percentiles, in the third quarter of 2007 (panel A) and the last quarter of 2008
(panel B) over the next eight quarters. For comparison, the results from linear quantile regression

(LQR) are shown as well.

The fourth quarter of 2008 corresponds to the highest NFCI (2.13) during
the crisis, which reflects heightened financial risks after the collapse of
Lehman Brothers.

Figure 6 plots the paths of two predicted distributions conditional on the
information available in the third quarter of 2007 (Panel A) and the last
quarter of 2008 (Panel B) over one- to eight-quarter horizons. Panel A shows
that DVQR practically provides more useful information regarding downside
risks than LQR to policy makers who need to take preemptive action to tackle
financial vulnerabilities and to reduce the potential likelihood of a financial
crisis. Using information about economic and financial conditions in the third
quarter of 2007, DVQR attaches a higher likelihood to extremely bad
outcomes for the next two years by yielding a lower GaR than LQR. Notably,
the left tail dispersion is wider than the right tail dispersion in DVQR for
the next two years, indicating that downside risks are greater than upside
risks. On the contrary, LQR generates upside risks that are greater than the
downside risks for the next two years.

Turning to the last quarter of 2008 (Panel B), two quarters before the
end of the recession, the DVQR and LQR models predict that in the future

the economy would be on a recovery track. The models, however, make
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different predictions about tail risks. The DVQR model generates the path
of a stable GaR and the path of the mildly increasing upper tail for the next
two years, resulting in upside risks being larger than downside risks. On the
other hand, the LOR model shows the GaR as being smaller than in the DVQR
model, resulting in greater risks to the downside. Considering that central
banks often communicate financial stability by reporting on the GaR,
evaluating the GaR through the LQR model may dampen investors’ appetite
for new projects and consumer spending in the course of the recovery. Such

evaluations and communication would delay any economic recovery.

V. Out-of-Sample Forecasts

In this section, I evaluate the out-ofsample performance to address the
stability of the results from the previous section.¥ In the outofsample
forecast, the starting date is held fixed, and the size of the in-sample window
becomes larger as the ending date of the in—sample is advanced. Taking
one-quarter ahead as an example, I first use data from 1971:Q1 to 1999:Q4
to estimate the predictive distribution for 2000:Q1. Then I update the
insample from 1971:Q1 to 2000:Q1 to forecast the distribution for 2000:Q2.
This procedure continues until I finish with an estimation using data from
1971:Q1 to 2019:Q3.

Conditional moments. Even using the out-of-sample prediction, Figure 7
shows that the out-of-sample results are virtually indistinguishable from the
in-sample results. Both the dispersion and skewness seem to be systemically
associated with the median. At one-quarter ahead, the dispersion begins to
climb the right side of the median-dispersion curve as the economy is expected
to continue to grow beyond a pivotal value, a positive GDP gap. The procyclical

volatility coincides with positive skewness. Countercyclical volatility on the left

4) A caveat is that the out-of-sample analysis of the article is based on “pseudo-out-of-sample” forecasts in that
the NFCI and the GDP gap are subject to revisions. However, the extent of revisions to both of them is not
large enough to alter the results (Brave and Butters, 2012; Jonsson, 2019).
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Figure 7. Out-of-Sample: Conditional Median, Dispersion, and Skewness

A. One-quarter ahead: Dispersion

B. One-quarter ahead: Skewness
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Notes: The figure shows the out-of-sample scatter plots of the dispersion, as measured by the interdecile

range, versus the median (panels A and C) and Kelley's measure of skewness versus the median
(panels B and D). For comparison, the results from linear quantile regression (LQR) are shown as well.

side of the curve is accompanied by negative skewness, which has been well
documented. The left side also depicts the economy on recovery track after
experiencing a severe recession, with positive skewness.

Downside risks over business cycle. Figure 8 plots both the GaR and
downside risks, as measured by the difference between the median and the
GaR. As we discussed in the previous section, compared to DVQR, LOQR
of recessions,

downside risks

exaggerates during periods especially
accompanied by a financial crisis, whereas it underestimates them in normal
times. These results hold for the out-ofsample analysis, as shown in Figure
8. The figure also confirms that the DVQR model provides useful information
to policy makers who need to take preemptive actions in advance of a
recession that is accompanied by a financial crisis. Specifically, Panel A of
the figure shows that the downside risks derived from the DVQR model

started to climb from 2007, signaling a recession ahead, while the downside



Vulnerable Growth: A Revisit

Figure 8. Out-of-Sample: Downside Risks over Business Cycle
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Notes: The figure shows the out-of-sample time plots of both the GaR and the downside risks, as measured
by the distance between the median and the GaR.

risks in the LQR model show little variation.

Mean forecasts. 1 conclude this section by comparing mean forecast errors
from the out-ofsample test of three models, including 1) the DVQR model,
2) the fitted LQR model to the skewed ¢-distribution (as in ABG 2019), and
3) the linear regression model with both economic and financial conditions as
prediction variables. The LOR model is typically faced with a problem of
quantile crossing, which motivates ABG to approximate the conditional
quantiles to the skewed ¢-distribution in order to obtain a distribution function.
On the other hand, the DVQR model avoids the issue by construction. Thus,
we can directly draw a discretized distribution function. In this work, I
approximate the distribution function using 99 quantile functions for which
a probability is uniformly chosen from [0.01, 0.99], and then compute the mean.
I report two forecast evaluation statistics: 1) the root mean squared error
(RMSE); and 2) the mean absolute deviation (MAD). Table 4 presents the
outofssample performance. Interestingly, the DVQR model slightly outperforms

the other competitors at both one and four quarters ahead. This result implies

Table 4. Pseudo Out-of-Sample Forecast Errors

One—quarter ahead Four—quarter ahead

MAD RMSE MAD RMSE
DVQR 0.7895 1.0229 1.5060 2.1096
LQR 0.7968 1.0343 1.5549 2.1812
OoLS 0.7962 1.0285 1.5420 2.1855
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that the plausible estimation of tail risks helps in improving forecast accuracy.

VI. Concluding Remarks

The work of ABG has aroused considerable interest in the conditional
distribution of future economic activities, not just among economists but also
among policy makers and practitioners. The DVQR model gives a fresh look
toward the distribution. This paper argues that the nonlinearity of the
conditional quantiles gives us access to further information concerning the
distribution. Countercyclical volatility is an important feature of the distribution.
Notwithstanding, it is not the whole picture of the relationship between the
median and dispersion. In particular, the trade-off between them breaks down
in current economic and financial conditions that correspond to both the right
and left tails of the distribution. The breakdown of the trade-off is associated
with positive skewness in the shortterm. This finding, in turn, provides a
different view of the size of the downside risks over the business cycle.
This paper shows that, compared to DVQR, linear quantile regression, the
traditional method, exaggerates the downside risks during recessions that
are accompanied by a financial crisis. These results have implications for
the stance of monetary policy and macroprudential policy.

There are many useful directions for future research. First, this paper does
not consider a structural model that is needed to avoid the Lucas critique. Thus,
it would be strongly valuable to identify what causes such nonlinearity in an
explicit structural model. Second, although I have provided the distributional
link between the future GDP gap and the current GDP gap and NFCI, there
is much more to do here. For instance, which specific measures of economic
and financial conditions—industrial production, employment, credit growth,
term spreads, and so on—are more important in describing the conditional
distribution? How does their importance vary across different horizons? These
questions would likely help policy makers have a probable economic outlook

and take relevant action.
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Appendix

Table. A-1 Linear Quantile Regression

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

Pseudo R—squared

Quantile to estimate
Constant

GDP gap

NFCI

A. One-quarter ahead

0.05 0.50 0.95
—1.97%* —2.03*** -0.07 -0.00 2.36 2.27
0.91%** 1.05%* 0.85*** 0.91%** 0.72%** 0.70™**
—1.74%** —0.51%** 0.56
0.68 0.56 0.61 0.58 0.43 0.42
0.05 0.50 0.95
—2.28*** —3.58*** -0.09 0.14* 2.90 2.64
—2.04%** —0.96™** —-0.12
0.56 0.30 0.44 0.40 0.25 0.25
C. Three-quarter ahead
0.05 0.50 0.95
—3.15*** —4.75%* -0.04 0.34 3.49 3.68
0.60*** 0.88*** 0.53*** 0.68*** 0.42** 0.45***
—2.27*** —1.27%* -0.27
0.47 0.17 0.34 0.26 0.07 0.07
0.05 0.50 0.95
—4.21%** —5.31%** 0.08 0.48** 4,34 4,39
0.37 0.47** 0.32%** 0.36*** 0.04 0.04
—3.97*** —1.32%* —2.28
0.34 0.10 0.24 0.12 0.00 0.00
0.05 0.50 0.95
—4,29%** —5.95%** 0.12 0.69** 4.36™* 4,39
0.29 0.36 0.15%** 0.26™** 0.01 —-0.01
—3.45*** —1.43** 0.13
0.29 0.04 0.20 0.06 0.00 0.00
F. Six-quarter ahead
0.05 0.50 0.95
—3.91%** —6.18*** 0.07 0.69*** 4.43*** 4.38***
—0.00 0.09 0.03 0.17*** —0.05 —0.02
—2.83*** —1.61%** —0.06
0.25 0.00 0.15 0.03 0.00 0.00
G. Seven-quarter ahead
0.05 0.50 0.95
—4.00%** —6.26™** 0.07 0.67*** 4.43*** 4,37
-0.33 0.08 -0.11 0.07 —-0.26* -0.18
—3.55%** —1.54%* —0.43
0.18 0.00 0.11 0.01 0.05 0.02
0.05 0.50 0.95
—3.87*** —6.24*** 0.15 0.69™** 4.16*** 4.21%*
—0.41** -0.26 —0.27** —0.04 —0.27** —0.22**
—2.98** —1.43%* -0.34
0.11 0.01 0.09 0.00 0.06 0.05

Pseudo R—squared

Notes: The data are quarterly, 1971:Q1-2019:Q4. Bootstrap significance levels are denoted by the number of
asterisks. *** Significant at the 1 percent level.
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Table. A-2 D-vine Quantile Regression

g 1 2 3 4 5 6 7 8
ahead
g?n%g/la Crowder | Crowder | Crowder | Crowder | Crowder Clayton Crowder Studentt
x,0 GDP |z,: GDP |z,: GDP |z,: NFCI | z;,: NFCI . . z, : NFCI
Order ! ! ! ! ! z; - NFCI z; - NFCI !
L7 NFCI T NFCI T NFCI T GDP T GDP ! ! T GDP
5 0.16 0.10 0.06 6.35 5.75 0.80 2.44 0.66
VO (0.08) (0.06) (0.05) (6.87) (6.74) (0.13) (2.59) (0.09)
) 5.30 3.17 217 8.49 7.54 3.59 7.53
VU (0.74) (0.43) (0.24) (7.11) (6.52) (1.98) (6.15)
5 20.00 20.00 20.00 0.07 0.06 -0.18
VUsun (0.00) (0.00) (0.00) (0.07) (0.08) (0.18)
) 7.42 13.75 18.37 1.58 1.28 37.64
VUpun (3.13) (3.40) (3.86) (0.18) (0.12) (90.19)
5 20.00 20.00 19.99 20.00 19.99 -0.84
Uit 0.11) (0.00) (0.57) (0.06) (1.36) (0.35)
) 23.93 18.14 10.59 14,52 13.70 171.28
Uiy (20.21) (8.03) (4.74) (8.60) (11.20) (218.79)
cll 174.99 116.63 80.64 51.71 36.05 25.48 19.79 26.78
AIC —337.98 | —211.26 | —149.29 | —91.42 —60.11 —48.96 —35.59 —41,57




<Abstract in Korean>

I} o) 2

1971.1/4~2019.4/4

L
L

s} ol uf, B4 A&

o

il

Il
—~
Ile]
R
—_
fIle)

3o

i

—_
o

i

] FA|o: D-vine &12]7],

4]

JEL Classification: C53, E32, E37, E44

(A3} 02-759-5473, Email: nglee@bok, or, kr)

=

wi7e)

B BAATFE AAMBAATFA

e

* 3]
er

&

Z

AXBABTEA,

3

Rk

2

o
—

e Aol olm

o
O 1o

Ytk o] At

27 744}l

AL 24 2 o] A
of FAAssh P ueb

of 242 e,

AU WA YAl

L
L



BOK X7 l

o N

| S B |

St2os AXMAT0AM = Working Paper®l TBOK AXMAT, £ A2 Lztstm &L
'BOK ZAMST, £ T2 ZA 4 L HHM Sajof cish =zt Mg W ofLat Zo| e
0|2 E= HZ 2MS HNSEH=ZMN Ut =30 =X Fe= s&e=2 FH 9 d70lH
st=2d =Y U st=223 _?R‘ﬁkrmﬂ & 741}%0| —’F%EII_' UELICE,

"BOK Ax|H7

24 4 YUtk

X|2017 —1

"

13

JHARIE AH|2F AMEFo O/x
suotet S B4 -

= HSF
- oo

Which Monetary Shocks Matter in
Small Open Economies? Evidence from
SVARs

FTAS| 27} otH3l §1f EA

The Effect of Labor Market Polarization on

the College Students’ Employment
=W XEYe HYE B 24

Behavioral Aspects of Household Portfolio
Choice: Effects of Loss Aversion on Life
Insurance Uptake and Savings

LESE 40| Mg Adlo] 0jx|l= F&
R7t7L £Z7(2=Z 0| M0l o|X|l= &

Q= HSTE Q2 0[M2 HI| FM o
olxle &

SEH JEoUS erIet AR THA 2
2A3 Qo 2AM

Crowding out in a Dual Currency Regime?
Digital versus Fiat Currency

Jongrim Ha -
Inhwan So
M-S M

Sungyup Chung

g=0|

g=4

&2 - dE=

In Do Hwang

228t - 2|47
Ung - UEE - LE
st

ol=%l - &HxIB
KiHoon Hong -

Kyounghoon Park -
Jongmin Yu




2017 —14

15

16

18

19

20

21

22

23

24

25

26

27

Improving Forecast Accuracy of Financial
Vulnerability: Partial Least Squares Factor
Model Approach

Which Type of Trust Matters?:
Interpersonal vs, Institutional vs, Political
Trust

US| TE dlEy DR 24

Equity Market Globalization and Portfolio
Rebalancing

The Effect of Market Volatility on
Liquidity and Stock Returns in the Korean
Stock Market

Using Cheap Talk to Polarize or Unify a
Group of Decision Makers

HAEEY 7| MHRIL LR
sleiel o|xtEAtHIZOl OJF! &

lrudstvr HEE oxl= e

uE3tof tiSet QT OECDAIHIE
Erez
el xHetet YK

o

nFst7t telFEXtol 0|xl= Fe

S JhAIL] Xt A ExHofl 0|X|l=
o
o

o

Hyeongwoo Kim -
Kyunghwan Ko

In Do Hwang

0|4 - WHL - HR1l
Kyungkeun Kim -
Dongwon Lee

Jieun Lee * KeeH.Chung

Daeyoung Jeong

Bz

oI - Y75 - KB
Uz - @z

U2 - Y2

&%
oYY - Yz - BNE
oLy7| - HEH

xS - gl

0l

ZHE - olgnl - YYE




H2017-28  QIpmstol M2 PalLtat MYTE WE LET

29 QITTE Wskel A 854 - 51EY

30 QIRIYEIL =S4T olxE F 0|5 - 0|xI2

31 T LA FIBMUC DRE FF  BES - AWE - 4AE
AN

32 Zalet 28 foly o] B B BhafzE - A0l

33 Bank Globalization and Monetary Policy Inhwan So
Transmission in Small Open Economies

34  7|E BYXA #2Ql(DIP) M=o 2dIYE  xFE
Fdggatof chet F&

35 Transmission of Monetary Policy in Times Youngju Kim -

of High Household Debt Hyunjoon Lim
M2018 -1 4xt Atisimim} stmo| sAlIciE: OIXIE - YUY - HHS
EoXIRE 0|88 =7+7|&Y Hlm &M
1976-2015
2 What Drives the Stock Market Jinsoo Lee *

Comovements between Korea and China, Bok—Keun Yu
Japan and the US?

3 Who Improves or Worsens Liquidity in the Jieun Lee
Korean Treasury Bond Market?

4  Establishment Size and Wage Inequality: Sang—yoon Song
The Roles of Performance Pay and Rent

Sharing
5 JbAE RE20 ¥ S8YEY SRS
283I%4: XYY AFE BHo=

[e))
I
19
Foh
]
°
p
T
D
I
i
=
Kl
2
=]
>4
i
08
09
P
O
oy
oC
ol
b
o
0%




H2018 -7  IHRFXet FI7|HSO| et S 24 MEM - 2=

8 Rare Disasters and Exchange Rates: Cheolbeom Park -
An Empirical Investigation of Korean Suyeon Park
Exchange Rates under Tension between
the Two Koreas

9 S3rEM Iy MuExt AR - 888
- A EZ2 A ZHEE 24 -
10  Upgrading Product Quality: Jihyun Eum
The Impact of Tariffs and Standards
11 SgtolgFaio] MBHEo] BE A7 B85 - Y| - A5
12  Uncertainty Shocks and Asymmetric Kevin Larcher -

Dynamics in Korea: A Nonlinear Approach Jaebeom Kim -
Youngju Kim

13 SEAHO Lol HE ZMN M HY - HHE - XY
Ha 24
14 Central Bank Reputation and In Do Hwang

Inflation—Unemployment Performance:
Empirical Evidence from an Executive
Survey of 62 Countries

15 Reserve Accumulation and Bank Lending: Youngjin Yun
Evidence from Korea

16 The Banks' Swansong: Banking and the Jungu Yang
Financial Markets under Asymmetric
Information
17 E—money: Legal Restrictions Theory and Ohik Kwon - Jaevin Park

Monetary Policy

18 2EY I8YI| S ol:olo MUK =3
ZAF29l Wk 2AL: a0 Aty

19  AMH|XHEX| 7|&XI87
Ig0| ojxl= g

ru
HU
30
gk
nE
oo
i
g
oy
oc
M




H|2018-20

21

22

23

24

25

26

27

28

29

30

31

32

33

Fixed—Rate Loans and the Effectiveness
of Monetary Policy

Leverage, Hand—to—Mouth Households,
and MPC Heterogeneity: Evidence from

MEZ 2271 RE[L2L 200 O]X[=

Cross—Border Bank Flows through
Foreign Branches: Evidence from Korea

Accounting for the Sources of the Recent
Decline in Korea's Exports to China

The Effects of Export Diversification on
Macroeconomic Stabilization: Evidence
from Korea

Identifying Uncertainty Shocks due to
Geopolitical Swings in Korea

Monetary Policy and Income Inequality in
Korea

How the Financial Market Can Dampen the
Effects of Commodity Price Shocks

Which External Shock Matters in Small
Open Economies? US Economic Policy
Uncertainty vs. Global Risk Aversion

Do Korean Exports Have Different
Patterns over Different Regimes?:
New Evidence from STAR-VECM

SEHRIS] WIIFYAR W AB
FHANER £
YR YBA B 2N

Sung Ho Park

Sang—yoon Song

=9 -

bh

2174
oo

Youngjin Yun

Moon Jung Choi -
Kei—Mu Yi

Jinsoo Lee *
Bok—Keun Yu

Seohyun Lee *
Inhwan So *
Jongrim Ha

Jongwook Park

Myunghyun Kim

Youngju Kim *
Hyunjoon Lim

Sei-Wan Kim -
Moon Jung Choi

lol

al

NER -y

=]
"
02

op
0z
Ho

x

rol




H|2018-34

35

36

37

38

39

40

41

42

43

44

45

46

a7

H|2019 —1

CSAES o|5Fzet HHMUS:
sHelAtal 2 AIAFE

E7=0| 0xl= S

b
K

XM =0l

MU= dary:

2|Lt2t M=ol Ata|

Transmission of U.S, Monetary Policy to
Commodity Exporters and Importers

Determinants of Capital Flows in the
Korean Bond Market

Central Bank Credibility and Monetary
Policy

2e&ol 0lxls Ik

M

A

Commodities and International Business
Cycles

Deciphering Monetary Policy Board
Minutes through Text Mining Approach:
The Case of Korea

z¥as
ZEHE- LIS

SX|H - s - 52N
AISES

2% - 27y - 01X
HAE - YPE - H2E
HYR - ¥ - wEg
S - YoiE - Aa
UAY - 858

Myunghyun Kim

Soohyon Kim

Kwangyong Park

oIz -

Of

AR
ST

Myunghyun Kim

Ki Young Park -
Youngjoon Lee *
Soohyon Kim




H|2019 -2

11

12

13

14

15

The Impacts of Macroeconomic News
Announcements on Intraday Implied
Volatility

Taking a Bigger Slice of the Global Value
Chain Pie: An Industry—level Analysis

Trend Growth Shocks and Asset Prices
Uncertainty, Attention Allocation and
Monetary Policy Asymmetry

Central Bank Digital Currency and
Financial Stability

10

PN

M
13

tE

o

& S

2sHo
—_ O [ -/
HEMsHZ

SHM7|H et MHFE X[ 0|ERH
24

JHAR HMefstel SatgM: 23|
HAZE(TANK)O ML F&HH 24

oo 1 L

Alchemy of Financial Innovation:
Securitization, Liquidity and Optimal
Monetary Policy

Measuring Monetary Policy Surprises

Using Text Mining: The Case of Korea

Tracking Uncertainty through the Relative
Sentiment Shift Series

Intra—firm and Arm’ s Length Trade during
the Global Financial Crisis: Evidence from

Korean Manufacturing Firms

2E 0|88 Ra|Ltat X|AH™nte|

>m
12 ar

X
3

Overhead Labour and Skill-Biased
Technological Change: The Role of
Product Diversification

Jieun Lee *
Doojin Ryu

Chong—Sup Kim *
Seungho Lee -
Jihyun Eum

Nam Gang Lee

Kwangyong Park

Young Sik Kim -

Ohik Kwon
ozl - ¥y
38z - ¥z
H8S - 487F
Jungu Yang

Youngjoon Lee *
Soohyon Kim -
Ki Young Park

Seohyun Lee *
Rickard Nyman

Moon Jung Choi *
Ji Hyun Eum

O|X|& - E=0l

Choong Hyun Nam




16 Does the Number of Countries in an Myunghyun Kim
International Business Cycle Model
Matter?

17 High—Frequency Credit Spread Bruno Deschamps
Information and Macroeconomic Forecast Christos loannidis *
Revision Kook Ka

18 X 2N 93t HAE DjoY P33 - 0|FFE - MG -

S

19  Takeover, Distress, and Equity Issuance: Euna Cho
Evidence from Korea

20 The Cash—Flow Channel of Monetary Sang—yoon Song
Policy: Evidence from Mortgage
Borrowers

21

fol

=9 8& 47|

22  Identifying Government Spending Shocks Kwangyong Park *
and Multipliers in Korea Eun Kyung Lee

23 Systemic Risk of the Consumer Credit Hyun Hak Kim -
Network across Financial Institutions Hosung Jung

24  Impact of Chinese Renminbi on Korean Jihyun Eum
Exports: Does Quality Matter?

25  Uncertainty, Credit and Investment: Youngju Kim -
Evidence from Firm—Bank Matched Data Seohyun Lee *
Hyunjoon Lim

26 A Structural Change in the Trend and Nam Gang Lee *

Cycle in Korea Byoung Hoon Seok
H2020-1 QI n@sirt MA Zalol ojxlEe ¥ B - UYH

2 Eoizto|x|o|Mo| =itEl SetAH oM =42 - 487
HRAst ZAIL E71- 2200 OlXl= SF

3 HEHSZ HEHRA+FEHS 0|88 EE IS
GDP =H: UAHEFE T

4 RoLi2t BAE 2mzojdel el A HEM - XHES
sEHSY 243 50t




11

12

13

14

15

16

Common Factor Augmented Forecasting
Models for the US Dollar—Korean Won
Exchange Rate

gt rEmen, 2
IAE ofold EHIH

12 4o
HI
1z
g
ox
=
02
2

=
= &1 2

[0 1o

H-Ll 0‘-_]

O 4o
0z rot

Network—Based Measures of Systemic
Risk in Korea

Aggregate Productivity Growth and Firm
Dynamics in Korean Manufacturing
20072017

20014 0|5 BH=29| L SAAN

House Prices and Household Consumption
in Korea

22 JtxIAE WEIL AHAF 0jxls
Bk 20089 F8YY| HE T - SYEO
suto| 2HumE FMO=

=
18
41

EEFO| 08 U HH OlXE I

Cross—border Trade Credit and Trade
Flows During the Global Financial Crisis

International Co—movements and
Determinants of Public Debt

-t

-
Sh

1956~1989A

Hyeongwoo Kim -

Soohyon Kim
d4d -2 2
A - ey - Y

Jaewon Choi *

Jieun Lee
Kyoo il Kim *
Jin Ho Park
Sl

Seungyoon Lee

Moon Jung Choi *

Sangyeon Hwang *

Hyejoon Im

Hasan Isomitdinov *

Vladimir Arcabic¢ *
Junsoo Lee *
Youngjin Yun

01y - 24l
EXE LIS

Mo




|
18  Macroeconomic and Financial Market Analyses Soohyon Kim
and Predictions through Deep Learning

19  HN=E=He
AtEA Xt=2 018

I1h]
i)
=
>
0x
[~
e
X
HI
1z
o
40
4>
oy
rio
Job
1=
™
fol

20 =R2L MEY £E7I1He et g=0 - z2[2F
ZAX Q0| B
21 A Model of Satisficing Behaviour Rajiv Sarin *

Hyun Chang Yi

22 Vulnerable Growth: A Revisit Nam Gang Lee







\2

-t 0
m.bok.or.kr

ISSN 2287-6200



